Fanning the flames of artificial intelligence in the media: beyond efficiency and productivity gains

Abstract
We present the first special issue dedicated to the applications of artificial intelligence (AI) in the media and in communication – Use of Artificial Intelligence in Communication: Ethical Implications for Media. We describe the general traits of the impact of AI on media and communication companies and identify the main dimensions of interest for both researchers and professionals in the field. We show that this impact extends beyond the delivery of gains in efficiency and productivity and stress the key role to be played by ethical issues and transparency, especially with the emergence of generative AI, a modality with the capacity to transform the productive model in communication.
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1. Introduction
The use of artificial intelligence (AI) is by no means new in the media. Indeed, it penetrated the sector some time ago in the guise of what was known as “computational journalism” (Vállez & Codina, 2018; Calvo-Rubio & Ufarte-Ruiz, 2021), and some years later, the “robot journalist” was to pull up a chair in the newsroom (Moran & Shaikh, 2022; Tejedor, 2023). However, it was the emergence of ChatGPT at the end of 2022 that has ushered in a new era (Gutiérrez-Caneda et al., 2023), that is, the era of generative artificial intelligence or GenAI to use the acronym popularized in the academic and technical literature.

This series of events is marked by a certain paradox: Turns of such significance do not usually occur without years of prior research; yet it seems that GenAI caught everyone off guard judging by the confusion that it has caused among governments, businesses and the general public alike (Porlezza, 2023; Ciobanu, 2024). But be that as it may, it is now commonplace to equate the GenAI era with that of a new industrial revolution, which might not be that far off the mark. There are even those who compare it to the discovery of fire¹, which might

¹ As is the case of the anthropologist, Eudald Carbonell, when interviewed by the Spanish literary magazine Librújula in March 2024. Retrieved from https://librujula.publico.es/eudald-carbonell-la-inteligencia-artificial-es-el-descubrimiento-mas-importante-de-la-humanidad-despues-del-fuego/
be even more apt: First, because of the genuine change of era that this metaphor captures and, second, because the image can be extrapolated—on the one hand, it points to the obvious utility of the discovery of fire for our very survival and, on the other, to the devastation a fire can wreak when it gets out of control.

This task becomes more pressing as it is widely assumed that AI is here to stay, because of the promise that “it can deliver meaningful gains in efficiency and productivity” (Simon, 2023, p. 12). In this regard, most reports highlight at least three key areas in which the impact of AI will be felt most keenly: (1) identification of trends and patterns, (2) content creation and (3) content distribution. To these, media outlets with paywalls usually add another key area, that is, (4) the tailoring of content to users and the reduction in subscriber churn rates thanks to the use of big data—AI’s chief ally—to detect patterns.

However, we should perhaps add a note of realism at this point and reflect on the lesson to be taught by “Amar’s Law” (formulated by the futurologist, Roy Amara), according to which, there is a tendency to overestimate the impact of new technologies in the short run, and to underestimate their true effects in the long run. Additionally, or alternatively, we might cite the unattributed law that holds that early observations of new technologies almost always end up appearing naïve. We are, therefore, duty bound to be realistic, and it is our task to encourage the analysis of the potential impact of AI, in general, and of GenAI, in particular, for media companies (Gutiérrez Caneda et al., 2023; Sánchez-García et al., 2023).

**Ethics and transparency**

Yet, it is becoming increasingly clear that there is one dimension of the emergence of AI and GenAI in the media that we cannot turn a blind eye to—namely, that of the ethical questions to which it gives rise. We return to this issue in greater detail but suffice it to say at this juncture that the AI revolution is not simply a matter of reaping meaningful gains in efficiency and productivity.

The inescapable fact is that AI has enormous disruptive power, to the extent that all areas of media companies will feel its impact (Ventura, 2021; Tejedor, 2023; Simon, 2023). Simply put, AI is about to have a significant effect on both the business side and on the content creation side, whatever form that might take, of every media outlet. But there remains this third dimension that constitutes a highly important intangible factor and which cuts across these other two dimensions of a media company.

We refer to those questions of ethics that manifest themselves in a number of different areas. First, the media are bound by a real contract (in the case of publicly owned media) or a virtual contract (in the case of privately owned media) of service to society (Kovach & Rosenstiel, 2003). What this means is that, for better or worse, a media company stands apart from normal companies. Because, while all companies are bound by a social commitment, media companies are fundamental for guaranteeing a much more inclusive society. In addition to the essential service that the media provide to democracy (in their role as the Fourth Estate), they have played a key role to date in what we might call the construction of the “consensus on reality” within society.

This role is something that we only discovered once it started to break down. Two examples should serve to illustrate the point. The first is the anti-vaccine movement. Here, we have witnessed the breakdown of a basic consensus on the reality that establishes something as fundamental as the fact that vaccination campaigns prevent deaths. The second is the percentage of citizens, in a country as important as the US when it comes to establishing benchmarks, who believe that Trump won the elections. As in the first case, a parallel yarn

---

2 See https://en.wikipedia.org/wiki/Roy_Amara
has been spun that has prevailed against all evidence. In both cases we can conclude that the news media have failed in their function of providing a basic consensus on reality.

The reasons for the breakdown in this function are open to debate and, clearly, varied, but it is common to attribute it to the polarization of society and the social networks, a vicious circle where it is difficult to differentiate between cause and effect. Thus, significantly, while AI is a source of great hope for those that fight against disinformation (Simon, 2023; Beckett & Yaseen, 2023), GenAI, with its ability to produce synthetic media, including, fake images and videos, constitutes a new threat. As such, the continuing impact of AI is more than guaranteed over the coming years and academia is called upon to pull out all the stops in an effort to better understand this new scenario.

The media unquestionably face major challenges in seeking to apply AI to their work, almost all of them of enormous ambivalence in terms of their potential to cause problems but also to improve communication and to put AI at the service of a better society. But it is in the generation of multimodal content (text, image, sound and video) at the hand of GenAI where the most formidable challenges –of a technical, organizational and ethical nature– emerge (Simon, 2023; Beckett & Yaseen, 2023). The technical challenges concern the way in which media outlets might integrate GenAI into their production processes so that they might actually deliver meaningful gains in efficiency and productivity. The organizational challenges concern the way in which the media integrate AI, in general, and GenAI, in particular, into their overall business culture and, more specifically, into the culture of their newsrooms (Lopezosa et al., 2023; 2024). Finally, the ethical challenges offer the greatest test, as it is here that the media are confronted by a whole battery of problems. Here, there is the clear need to combat the bias and prejudices that contradict democratic values or the values of a particular media outlet. But there is also the question of how the content generated by GenAI is used and how this can be done in as transparent a fashion as possible for media audiences (Ventura, 2021; 2023).

The fundamental conjecture of AI in communication

Here, it is worth recalling the key elements of journalism as identified in the seminal work of Kovach and Rosenstiel (2003). The authors, both academics and practising journalists, characterize the essence of journalism in terms of nine elements (later expanded to ten in subsequent editions). Of these, and on the occasion of the presentation of this special issue, we are interested in highlighting the first three, namely: (1) journalism’s first obligation is to the truth, (2) its first loyalty is to the citizens, and (3) its essence is a discipline of verification. On the back of these three elements, we can develop a theoretical “Turing test” of AI applied to the media, and to do so we begin with a fundamental conjecture: If AI fails to serve to improve these elements, then AI will not have fulfilled its ethical mission in the media.

In other words, as we know, AI will and is already impacting the media in many ways. However, the truth must remain journalism’s first obligation, and it should be even better served by AI. The use of AI ought to maintain and if possible, increase the loyalty of the media to the citizens. And, finally, processes of verification should be even more effective thanks to AI. Naturally, this same exercise could be applied to each of the elements that Kovach and Rosenstiel (2003) established in their day, and we refer the interested reader to their work.

For all these reasons, we are interested in promoting a meticulous analysis of the adoption of AI by the news media and in scrutinizing each one of its implications, a task to which the three issues of this journal in 2024 will be dedicated. In this the April issue, we present four valuable contributions that do just that. Thus, the critical question of the factors that determine the adoption and use of artificial intelligence and big data by citizens is addressed in the study undertaken by Sánchez-Holgado and Arcila-Calderón.

In the second article, Calvo and Rojas address the decisive issue of whether the characteristics of journalistic quality are maintained in the digital media, especially following
the adoption of AI, something that the authors estimate has been done by no fewer than 75% of news outlets. Previously, we noted the importance of the role to be played by AI as an ally of the media in verifying and identifying synthetic content (or deepfakes). Addressing this very issue, the study reported by Sánchez Esparza and Palella Stracuzzi examines the way in which the Spanish broadcasting company, RTVE, uses AI to detect fake videos while, at the same time, the authors make interesting contributions in relation to new AI content and new media profiles. Last but not least, Alcaraz-Martínez, Vállez and Lopezosa analyse the visibility of the AI content published by a total of 69 media outlets in 12 countries of the European Union, plus England and the United States.

It is our hope that the four studies in this first issue will help scholars and practitioners alike meet the fundamental conjecture stated above, namely that AI should serve to help the media create more (and not less) inclusive societies, as well as more (and not less) democratic societies. And what is certain is that, without the research and dedication of everyone in the professional and academic sectors, this cannot be guaranteed.
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